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Exclusive electroproduction of $\phi$ mesons at 4.2 GeV


I. INTRODUCTION

Vector-meson photo- and electroproduction have been important tools used to understand the hadronic properties of the photon [1]. For low values of the four-momentum transfer squared, the photon interacts with the target predominantly through vector-meson intermediate states that diffractively scatter off the target. This process, shown in Fig. 1(a), was originally described within the framework of the vector-meson Dominance (VMD) model. The production of the \( \phi \) meson through this mechanism may be interpreted in terms of the hadronic structure of the photon that couples to a virtual meson with a strength proportional to the square of the charge of its constituent quarks. Due to the dominant quark-exchange mechanisms, and s-channel resonance production are strongly suppressed [2–5]. As a consequence, \( \phi p \) scattering at low four-momentum transfer proceeds primarily through pomeron exchange, similar to hadron-hadron diffractive scattering.

It is generally believed that the underlying mechanism for pomeron exchange is multigluon exchange, where the simplest possibility requires at least two gluons since all hadrons are color singlets. A simplification to these calculations was introduced by Donnachie and Landshoff [6,7], who proposed a model whereby the pomeron couples to quarks inside the interacting hadrons as shown in Fig. 1(b). Calculations within this context have been applied to \( \phi \) electroproduction to study the quark substructure of mesons [8,9] and to photoproduction at large momentum transfer [10,11]. In these models the cross section increases slowly with center-of-mass energy, \( W \), reflecting the pomeron trajectory.

At high \( Q^2 \) the pomeron can be resolved into two-gluon exchange, and predictions for hard diffractive electroproduction of vector mesons can be made within the context of perturbative QCD [12]. At lower energies (\( W \leq 10 \) GeV), quark-exchange mechanisms [13,14] become significant for the production of vector mesons with valence \( u \) and \( d \) quarks, but play a limited role in the production of \( \phi \) mesons.

The hadronic structure of the photon arises from fluctuations of the virtual photon into short-lived quark-antiquark (\( q\bar{q} \)) states of mass \( M_V \) during a formation time [1]

\[
\Delta \tau = \frac{2\nu}{(Q^2 + M_V^2)},
\]

where \( -Q^2 \) is the squared mass and \( \nu \) is the laboratory-frame energy of the virtual photon (see Appendix A for notation). The effect of the formation time on the propagation of these virtual quantum states in strongly interacting media has been observed for \( \rho \) mesons propagating inside a proton [15] and inside nuclear targets [16]. To date, no clear dependence on the formation time has been observed in \( \phi \) meson production by virtual photons [15,17,18].

This paper presents measurements of exclusive \( \phi \) meson electroproduction off a proton target for \( 2.0 \leq W \leq 2.6 \) GeV and \( 0.7 \leq Q^2 \leq 2.2 \) GeV\(^2\) where there is extremely limited data. In this kinematic regime, the short formation distance\(^1\) of the virtual \( q\bar{q} \) state (0.35 \( \leq \Delta \tau \leq 0.75 \) fm) limits the time for interaction and probes the \( \phi \) production mechanism at small formation times.

\(^1\)In the literature the formation distance is also referred to as coherence length.
In Sec. II we present the details of our experimental techniques and data analysis. It concludes with values for the measured \( t \) slopes and total cross sections. In Sec. III we compare our results with previous data, and compare with a geometrical model of the relation between formation time and \( t \) slope. The model is discussed in some detail in Appendix B.

**II. EXPERIMENT**

The experiment was performed using the CEBAF Large Acceptance Spectrometer (CLAS) [19,20] in Hall B of the Thomas Jefferson National Accelerator Facility. The data were taken with a 4.2 GeV electron beam incident on a 5.0 cm liquid hydrogen target in March and April of 1999. The CLAS torus magnet current was set to 2250 A, bending negatively charged particles toward the beam axis. The trigger required a single scattered electron signal, identified as a coincidence of the forward electromagnetic calorimeter (EC) [21] and Čerenkov counters [22]. Data were recorded at an instantaneous luminosity of \( 0.6 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1} \) and a typical live time of 95%. This data set has a live-time corrected integrated luminosity \( L_{\text{int}} = 1.49 \times 10^{39} \text{ cm}^{-2} \).

**A. Data reduction**

In order to reduce the data sample to a manageable size, the data of interest were first preselected using very loose requirements on particle identification, missing mass, and the requirement for \( W \) to be above 1.8 GeV. The \( \phi \) mesons were identified through their \( K^+ K^- \) decay mode. Because of the small acceptance of \( K^- \) due to the CLAS magnetic field setting, we required only three final-state particles to be detected: electron, proton, and \( K^+ \). The \( K^- \) was reconstructed by identification in the \( epK^+(X) \) missing mass. The momenta of charged tracks were reconstructed from their curvature in the CLAS magnetic field using a system of drift chambers [23]. The data reduction process selected about 82,000 events for further analysis. The size of this filtered data sample was compact (\( \approx 0.5 \text{ Gbyte} \)) and easily manageable in comparison with the size of the entire data set (\( \approx 1 \text{Tbyte} \)).

**B. Electron identification**

In addition to a fiducial requirement that an electron hit be at least 10 cm from the outer edge of the electromagnetic calorimeter, cuts on energy deposition in the EC were applied in order to avoid misidentification of \( \pi^- \) as \( e^- \). The total energy deposited by an electron in the EC is proportional to the momentum determined by magnetic analysis. This dependence is illustrated in Fig. 2(a). The electron band with the width of the EC resolution is clearly seen. In order to cut out the hadronic background, we applied cuts around this band [the solid lines in Fig. 2(a)]. An additional improvement in \( e^-/\pi^- \) separation was achieved by cutting out the \( \pi^- \) signal based on the energy deposited in the inner layer of the calorimeter as shown in Fig. 2(b). The cluster of entries to the left of the line is the \( \pi^- \) signal in the EC. The solid line is the applied cut \( E_{\text{in}} > 0.04 \text{ GeV} \) to eliminate pions. To determine this cut we used \( \pi^- \) identified by the time-of-flight (TOF) system of the CLAS [24].

**C. Hadron identification**

The identification of charged hadrons is illustrated in Fig. 3. The distribution of positively charged particle momenta versus reconstructed mass is shown in Fig. 3(a). Proton, kaon, and positive pion bands are clearly distinguished. The width of the reconstructed mass increases with momen-

---

FIG. 1. Representation of \( \phi \) production by (a) the VMD model and (b) the Donnachie and Landshoff pomeron-exchange model.

FIG. 2. (a) Electron momentum versus total deposited energy in EC. The solid lines show the applied cuts. (b) Energy deposited by the TOF-identified \( \pi^- \)'s in the outer EC layers versus energy deposited in the inner EC layers. The solid line shows the applied cut \( E_{\text{in}} > 0.04 \text{ GeV} \), which retains all good electron candidates.

FIG. 3. (a) Positively charged particle momentum versus reconstructed mass for the preselected event sample. The apparent separation between kaons, pions, and protons at high momenta is due to the data preselection cuts. The horizontal lines show the binning in kaon momenta; (b) \( K^+ \) reconstructed mass distribution in the momentum bin from 0.9 to 1.2 GeV. The background is due to pion misidentification.
the momentum of the event for the $K^-$ is shown in Figs. 3–3. However, there is no systematic dependence after careful timing calibration of the detector [24–26].

D. $K^+$ identification

In order to optimize the signal-to-background ratio in kaon identification, the kaon momentum range was divided into six bins. In each bin the mass distribution was fitted to a Gaussian with a polynomial background to determine the characteristics of the $K^+$ peak. An example of this procedure is shown in Figs. 3(a) and 3(b). The horizontal lines in Fig. 3(a) show the momentum bins for $K^+$ identification, and the fitting result for one of the bins is illustrated in Fig. 3(b). To identify kaons, $\pm 2\sigma$ cuts were applied around the mean value $\langle m_{K^+} \rangle$.

E. Proton identification

The proton signal is very clean and does not have a significant background contribution. For proton identification we applied a simple reconstructed mass cut from 0.8 to 1.1 GeV.

F. $K^-$ identification

We identified the $K^-$ using the missing mass technique. The $K^-$ band is clearly seen in Fig. 4(a). The selection used $\pm 2\sigma$ cuts around the $K^-$ peak. The invariant mass, $M_{KK}$, of the $K^+K^-$ is computed using the known mass of the kaons, the measured momentum of the $K^+$, and the missing momentum of the event for the $K^-$. We note that because the masses are large compared to the momenta of the particles, this quantity has significantly better resolution than the $epX$ missing mass.

G. Identification of the signal

Applying the electron and hadron identification cuts described above, we identified about 3800 events of the $epK^+K^-$ final state. In order to eliminate events caused by false triggers on low energy electrons (e.g., from $\pi^0$ Dalitz decays) we also required the energy transfer, $\nu=E_e-E_{\nu_e}$, to be smaller than 3.5 GeV. The selected sample includes $\phi$ mesons, high mass hyperons, and background events that come from particle misidentification.

The most important features of the final selection are shown in Figs. 4(a)–4(c). In the scatter plot of $epK^+X$ versus $epX$ missing mass [see Fig. 4(a)] the signal of the $epK^+K^-$ final state is clearly distinguished from the rest of the data. The solid lines show the $\pm 2\sigma$ selection cuts in the reconstructed $K^-$ mass. Figure 4(b) shows the $M_{KK}$ mass distribution of the selected final state with a prominent peak due to exciting $\phi$ particles. To extract the total $\phi$ yield, we fitted the peak with a Gaussian (the integral is shown as the filled area in the plot) and the background with an empirical phase space function,

$$f(M_{KK}) = A \sqrt{M_{KK}^2 - M_{\phi}^2} + B(M_{KK}^2 - M_{\phi}^2),$$

where the threshold $M_{\phi}=0.987$ GeV. The fit gives $N_\phi=248$, a mean value $\langle M_{KK} \rangle=1019.1\pm0.6$ MeV, and $\sigma=6.0\pm0.6$ MeV, where the width of the peak is dominated by the resolution of CLAS. The $\phi$ signal-to-background ratio is 0.7 within $\pm 2\sigma$ from the mean value of the $\phi$ peak. The primary source of physical background consists of high mass hyperons, $ep\rightarrow eK^+Y^*$, with a subsequent decay $Y^*\rightarrow N\bar{K}$. The production and decay amplitudes of these particles are not well known. The main channel is the $\Lambda(1520)$ with a cross section larger than $\phi$ production. Additional contributions come from $\Lambda(1600)$, $\Lambda(1800)$, $\Lambda(1820)$, $\Sigma(1660)$, and $\Sigma(1750)$, which have large branching ratios for decay into the $N\bar{K}$ channel [27]. These backgrounds were investigated by Monte Carlo methods using exactly the same algorithms as the experimental data in order to optimize selection cuts. In order to minimize the number of $\Lambda(1520)$ in the data sample, we require $M_{\Lambda}(eK^+X)$ to be greater than 1.56 GeV. The cut is shown for the data sample with the solid line in Fig. 4(c).

The $M_{KK}$ mass distribution with the $\Lambda(1520)$ cut applied is shown in Fig. 4(d). The simultaneous fit of the $\phi$ peak and the background gives $N_\phi=197$, a mean value $\langle M_{KK} \rangle=1019.4\pm0.9$ MeV, and $\sigma=6.4\pm1.1$ MeV. The $\phi$ signal-to-background ratio is improved and equals 1.3 within $\pm 2\sigma$ of the $\phi$ peak. The remaining background, consistent with phase space, is due to high-mass hyperon states, nonresonant $K^+K^-$ production and experimental misidentification of a $\pi^+$ as a $K^+$ [events under the $K^+$ peak in Fig. 3(b)]. We note that the level of the background under the $\phi$ peak depends on the fitting procedure and will be addressed when we discuss systematic errors.

\[2\] The mass of the $\phi$ is $1019.417\pm0.014$ MeV, and the decay width [full width at half maximum (FWHM)] is $4.458\pm0.032$ MeV [27].
The kinematic range of the data sample is shown in Fig. 5. The range of $Q^2$ varies from 0.7 to 2.2 GeV$^2$, $W$ from 2.0 to 2.6 GeV, and $\Delta \tau$ from 1.8 to 4.0 GeV$^{-1}$ ($c\Delta \tau$ from 0.35 to 0.79 fm). The small values of $c\Delta \tau$ indicate that the formation distance in our kinematic regime is below the hadron size, $2 r_{bh} \approx 2$ fm. The data binning to calculate the exponential $t$ slope (see below) is indicated in Fig. 5 by horizontal dashed lines, which show the ranges of $Q^2$ (integrated over $\Delta \tau$) and $\Delta \tau$ (integrated over $Q^2$). In both cases the data range in $W$ is the same [solid lines in Fig. 5(a)]. We note that finer binning in $Q^2$ and $W$ is used for the evaluation of the cross sections integrated over $\tau'$.

Ideally, with enough statistics and an understanding of the background shape, fits would be used to extract the signal yield in every kinematic bin of interest. With limited statistics this is not possible, and we proceeded by using a side-band subtraction technique.

FIG. 5. Kinematic distributions of the selected $\phi$ events: (a) $Q^2$ versus $W$, (b) $\Delta \tau$ versus $Q^2$. The dashed lines indicate the binning, used later, in $Q^2$ and $\Delta \tau$; the solid lines show the range of $W$ used in the analysis.

### TABLE I. The measured values of the $t$-slope parameter, $b_\phi$, fitted to the data for $-t' < 1.2$ GeV$^2$. The errors are statistical only.

<table>
<thead>
<tr>
<th>Kinematic region</th>
<th>$Q^2$ range (GeV$^2$)</th>
<th>$\langle Q^2 \rangle$ (GeV$^2$)</th>
<th>$\langle c\Delta \tau \rangle$ (fm)</th>
<th>$b_\phi$ (GeV$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data</td>
<td>0.7–2.2 GeV$^2$</td>
<td>1.02</td>
<td>2.27±0.42</td>
<td>0.6</td>
</tr>
<tr>
<td>Low $Q^2$</td>
<td>0.7–1.2 GeV$^2$</td>
<td>0.87</td>
<td>–</td>
<td>2.31±0.59</td>
</tr>
<tr>
<td>High $Q^2$</td>
<td>1.2–2.2 GeV$^2$</td>
<td>1.47</td>
<td>–</td>
<td>2.10±0.52</td>
</tr>
<tr>
<td>Low $c\Delta \tau$</td>
<td>0.35–0.55 fm</td>
<td>–</td>
<td>0.49</td>
<td>2.04±0.42</td>
</tr>
<tr>
<td>High $c\Delta \tau$</td>
<td>0.55–0.75 fm</td>
<td>–</td>
<td>0.63</td>
<td>2.12±0.46</td>
</tr>
</tbody>
</table>

**H. Background subtraction**

The side-band technique, as illustrated in Fig. 6, was used to determine the background distribution as a function of $Q^2$, $W$, and $-t'$. The signal region was determined within a $\pm 2\sigma$ cut around $\langle M_\phi \rangle$ after excluding the $\Lambda(1520)$ from the final state data sample. The side bands were located $\pm 3\sigma$ away from the $\phi$ peak, and the number within the band was scaled to the background as determined by the fit [see Fig. 4(d)]. The normalized side-band events were then subtracted in each distribution of interest. This procedure is illustrated in Fig. 6 for the entire data set and was repeated for each kinematic region defined in Table I.

**I. Acceptance**

For the calculation of the acceptance, we used a GEANT-based simulation of CLAS, taking into account trigger efficiency, problematic hardware channels, and the CLAS resolution. The Monte Carlo event sample was generated assuming the VMD model for $\phi$ electroproduction. Two iterations in the acceptance calculation were made to adjust the VMD parameters to be close to the data. In each kinematic region, the acceptance was calculated from the ratio of reconstructed to generated $\phi$ events with the same kinematics and particle identification cuts that were applied to the data. Figure 7 shows the acceptance as a function of $Q^2$ and $-t'$ for the entire data set. This procedure was also used to calculate the acceptance as a function of $W$ and $\Delta \tau$ in each kinematic bin.

**J. Radiative corrections**

For the calculation of the radiative corrections, we used the peaking approximation [28]. We define the radiative cor-

FIG. 6. Side-band background subtraction technique. (a) Location of the side bands; (b), (c), and (d) distributions of events in the signal region (histograms) and in the side bands (open squares) versus $Q^2$, $W$, and $|t-t_{\text{min}}|$.

FIG. 7. Acceptance as a function of $Q^2$ and $-t'$. 

065205-5
reactions in each bin of every kinematic variable as the ratio
\( F_{\text{rad}} = N_{\text{norad}} / N_{\text{rad}} \), where \( N_{\text{rad}} \) and \( N_{\text{norad}} \) are the generated \( \phi \) yields with radiative effects turned on and off, respectively. The model for the \( \phi \) production cross section employed for the computation of acceptance was also used for the studies of radiative corrections. The ratios were calculated with the same kinematics and particle identification cuts that were applied to the data. The simulated \( \phi \) mass distributions with and without radiative effects are shown in Fig. 8(a). The inverse radiative correction factor, \( 1/F_{\text{rad}} \), as a function of \( Q^2 \) is shown in Fig. 8(b). The correction factors as a function of \(-t'\) in all four kinematic regions are of the order of 1.4 and uniform over the kinematics considered here.

### K. Data normalization

The final step in the analysis procedure was the normalization of the \( \phi \) yield to the integrated luminosity, the virtual photon flux, and all calculated corrections as

\[
\sigma(Q^2, W) = \frac{N_{\phi}/B_{\phi \to K^+K^-}}{\Delta Q^2 \Delta W} \frac{F_{\text{acc}} F_{\text{rad}} F_{\text{win}}}{2 \pi \Gamma(Q^2, W) L_{\text{int}}},
\]

where \( \Delta Q^2 \) and \( \Delta W \) are the bin widths in \( Q^2 \) and \( W \), \( \Gamma(Q^2, W) \) is the virtual photon flux, \( L_{\text{int}} \) is the integrated luminosity, \( N_{\phi} \) is the \( \phi \) yield in the bin, \( F_{\text{acc}} \) is the acceptance factor in a given bin, \( F_{\text{win}} \) is a small correction factor for production from the target windows \((\approx 1\%)\), \( F_{\text{rad}} \) is the radiative correction factor, and \( B = 0.492 \pm 0.007 \) is the decay branching ratio for \( \phi \to K^+K^- \)[27]. The virtual photon flux was calculated on an event-by-event basis and averaged for each kinematic bin as

\[
\Gamma(Q^2, W) = \frac{\alpha}{8 \pi^2} \frac{W^2 - M_p^2}{M_p E_e} \frac{1}{M_p Q^2} \frac{1}{1 - \epsilon},
\]

where \( M_p \) is the mass of the proton, \( E_e \) is the electron beam energy, and \( \epsilon \) is the polarization of the virtual photon:

### TABLE II. The averaged values of \( W, \epsilon, \Gamma(Q^2, W) \), and \( \sigma(Q^2, W) \) as a function of \( Q^2 \). The numbers given for the virtual photon flux, \( \Gamma(Q^2, W) \), computed event by event, are the mean and the standard deviation for the bin.

<table>
<thead>
<tr>
<th>( Q^2 ) bin (GeV(^2))</th>
<th>\langle W \rangle (GeV)</th>
<th>\langle \epsilon \rangle</th>
<th>\Gamma(Q^2, W) \times (10^{-4} \text{GeV}^{-3})</th>
<th>\sigma(Q^2, W) (\text{nb})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8–1.0</td>
<td>2.37</td>
<td>0.51</td>
<td>1.50±0.15</td>
<td>27.6±6.1</td>
</tr>
<tr>
<td>1.0–1.2</td>
<td>2.31</td>
<td>0.50</td>
<td>1.12±0.10</td>
<td>24.2±5.4</td>
</tr>
<tr>
<td>1.2–1.4</td>
<td>2.28</td>
<td>0.49</td>
<td>0.879±0.067</td>
<td>23.0±5.2</td>
</tr>
<tr>
<td>1.4–1.6</td>
<td>2.28</td>
<td>0.44</td>
<td>0.701±0.050</td>
<td>20.8±5.7</td>
</tr>
<tr>
<td>1.6–1.8</td>
<td>2.25</td>
<td>0.42</td>
<td>0.562±0.033</td>
<td>14.5±6.4</td>
</tr>
</tbody>
</table>

\[
e = \frac{4E_e(E_e - \nu - Q^2)}{4E_e(E_e - \nu) + 2\nu^2 + Q^2}.
\]

### L. Cross section, \( \sigma(Q^2, W) \)

The cross section integrated over all \( t' \), \( \sigma(Q^2, W) \), was extracted in five bins over a \( Q^2 \) range from 0.8 to 1.8 GeV\(^2\) with a bin width of 0.2 GeV\(^2\). The range in \( W \) was determined as the allowed kinematic range for each \( Q^2 \). The binning, values of the virtual photon flux used during normalization, \( \Gamma(Q^2, W) \), and the measured cross section are given in Table II. The table shows statistical errors only.

### M. Differential cross section, \( d\sigma/dt' \)

The measured cross section, \( d\sigma/dt' \), is generally parametrized at small \(-t'\) by

\[
\frac{d\sigma}{dt'} = A \phi \phi'.
\]

The entire \( t' \) range \( (0 \leq -t' \leq 2.6 \text{ GeV}^2) \) can be fitted to a single exponential with a slope \( b = 1.61 \pm 0.31 \text{ GeV}^{-2} \) and a \( \chi^2 = 0.9/DF \). However, Eq. (6) is only expected to be valid at small \(-t'\), so we have restricted our analysis to \(-t' < 1.2 \text{ GeV}^2\), which also allows direct comparison to previous measurements. For this restricted range, we obtain \( b = 2.27 \pm 0.42 \text{ GeV}^{-2} \) (solid line in Fig. 9). We also performed fits in the four overlapping kinematic regions specified in Table I: two ranges in \( Q^2 \) (integrated over \( c\Delta \tau \)) and two ranges in \( c\Delta \tau \) (integrated over \( Q^2 \)). The results of these fits are given in Table I.

We note that at larger \(-t'\), there is an apparent change in the slope of the distribution with a break at \(-t' = 1.3 \text{ GeV}^2\). This suggests that additional mechanisms may be present at \(-t' \geq 1 \text{ GeV}^2\). Despite the fact that the break is not statistically significant, we discuss possible mechanisms for a slope change. A similar pattern is observed in hadron-hadron elastic scattering [29,30], where a dip is observed at \(-t' \approx 1.4 \text{ GeV}^2\) followed by a second maximum at \(-t' \approx 1.8 \text{ GeV}^2\). However, \( \phi \) photoproduction data do not show a change in the slope for \(-t' \leq 2 \text{ GeV}^2\) [11]. s-channel production of resonances results in a large measured value of \(-t'\). However, there are no known resonances that decay into \( \phi N \).
Finally, imperfect background subtraction could also lead to an enhancement at large $-t'$, but should be subsumed into our quoted systematic errors.

N. Systematic errors

Estimates of our systematic errors for the cross section, $\Delta \sigma$, and the $t$-slope parameter, $\Delta b_\phi$, are given in Table III. The errors are averaged over the kinematics of the experiment, although the lowest $Q^2$ cross section point may have about twice this systematic uncertainty due to the steepness of the acceptance function [see Fig. 7(a)]. To estimate the systematic errors due to background subtraction, a complete analysis of the cross section and $t$-slope parameter was performed using two different assumptions for the shape of the background: phase space and a constant. The difference between these results is quoted as the systematic error due to background subtraction. The systematic errors due to acceptance and radiative corrections are discussed in Refs. [31] and [32], respectively. Additional details can be found in Ref. [25]. We note that the overall uncertainty is dominated by statistical errors.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta \sigma$ (%)</th>
<th>$\Delta b_\phi$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target stability</td>
<td>0.7</td>
<td>–</td>
</tr>
<tr>
<td>Target walls</td>
<td>1.0</td>
<td>–</td>
</tr>
<tr>
<td>Acceptance</td>
<td>7.8</td>
<td>5.0</td>
</tr>
<tr>
<td>Radiative corrections</td>
<td>4.7</td>
<td>–</td>
</tr>
<tr>
<td>Background subtraction</td>
<td>5.4</td>
<td>4.6</td>
</tr>
<tr>
<td>Total</td>
<td>10.7</td>
<td>6.8</td>
</tr>
</tbody>
</table>

FIG. 9. The $d\sigma/dt'$ differential cross section for exclusive $\phi$ electroproduction off the proton with fits to the entire $-t'$ range (dashed) and $-t'$ less than 1.2 GeV$^2$ (solid).

FIG. 10. The $\phi$ meson cross section dependence on $Q^2$ for photo- and electroproduction. Electroproduction data H1 Collaboration (Adloff et al.) are from Ref. [34], ZEUS Collaboration (Derrick et al.) from Refs. [35,36], and Cornell (Cassel et al.) from Ref. [15]. Photoproduction data Bonn (Besch et al.) are from Ref. [37], and SLAC (Ballam et al.) from Ref. [38]. The solid and dashed curves are the pomeron-exchange model predictions for $W=70$ GeV and for $2.0 < W < 2.6$ GeV, respectively [10].

III. RESULTS

A. Cross section dependence on $Q^2$ and $W$

The world data on elastic virtual photon production of $\phi$ mesons are shown as a function of $Q^2$ in Fig. 10, and as a function of $W$ in Fig. 11. Selected photoproduction data are

FIG. 11. The $\phi$ meson cross section dependence on $W$ for photo- and electroproduction. The $Q^2$ values of the measurements are printed near the corresponding data points. All data points are from the same references as in Fig. 10. The curves, described in the text, correspond to a $Q^2$ of 0, 1.3, and 2.2 GeV$^2$. 
also plotted for completeness.\(^3\) We show the data on both plots with common symbols.

All HERA data [34–36] correspond to \(W\) ranging from 40 to 130 GeV, where the gluonic density in the proton at low \(x = Q^2/2M_p\nu\) plays a significant role. Only the Cornell measurement [15] exists at low \(W\), corresponding to \(x\) in the valence region.\(^4\) For the high-energy data, the \(Q^2\) behavior of the cross section is well described by the vector-meson propagator squared. The data are not yet in the asymptotic perturbative QCD regime where the longitudinal cross section for vector-meson production is dominant, and should scale as \(Q^{-6}\) [39]. Nevertheless, the longitudinal contribution becomes increasingly important and must be treated systematically. For example, \(\rho\) mesons in muoproduction at large \(Q^2\) are found to be dominantly in the helicity zero spin state [40].

Pomeron-exchange models, such as those described in the introduction, reproduce the \(Q^{-4}\) behavior of the data at large \(Q^2\). The predictions of a model [10], based on the Donnachie-Landshoff pomeron exchange [Fig. 1(b)], are shown in Fig. 10 for the \(W\) range of our experiment (2.0 \(< W < 2.6\) GeV) and at \(W = 70\) GeV. The model describes the data reasonably well at high \(W\) and reproduces the trend at low \(W\) but overestimates the new cross section results presented here. We note that our data are close to the \(\phi\) production threshold, where the cross section increases rapidly as a function of center-of-mass energy. In the model of Pichowsky and Lee [8], the transition from a cross section that slowly decreases with \(Q^2\) to one that falls off as \(Q^{-4}\) occurs at a threshold that increases with the current-quark mass of the vector meson. No clear threshold is visible in the \(\phi\) data, but the scarcity of points precludes drawing conclusions.

The photoproduction cross section increases slowly with \(W\), reflecting the pomeron trajectory. At higher \(Q^2\), a stronger dependence on \(W\) has been observed in preliminary analysis of HERA data [41]. If the cross section is parametrized as \(W^{\delta}\), \(\delta\) varies from about 0.2 for photoproduction to \(\delta \sim 0.7\) at a \(Q^2\) of 8 GeV\(^2\). This increased dependence of the cross section on \(W\) has been interpreted as being due to the rise of the gluon momentum density in the proton at small \(x\) [39].

To be able to extract the \(W\) dependence by comparing our measurement at \(Q^2 = 1.3\) GeV\(^2\) to HERA data at the same \(Q^2\) and \(\langle W\rangle = 75\) GeV, threshold effects must be taken into account. For example, threshold behavior can be clearly seen in the photoproduction data [42] (see Fig. 11). The reduced phase space near threshold behaves as \((\tilde{p}_\phi/\tilde{q})^2\), where \(\tilde{p}_\phi\) and \(\tilde{q}\) are the center-of-mass three-momenta of the \(\phi\) and virtual photon, respectively. This dependence of the cross section on \(W\) can be parametrized as

\[ \sigma(W) = \sigma_0 \left( \frac{\tilde{p}_\phi}{\tilde{q}} \right)^2 \left( \frac{W}{W_0} \right)^\delta. \]

Correcting for the threshold factor, our measurement of the cross section becomes \(\sigma_{\text{corr}}(Q^2 = 1.3) = 110 \pm 27\) nb, and using the HERA measurement, \(\sigma(R^2 = 1.3) = 220 \pm 51\) nb [34], we obtain \(\delta = 0.2 \pm 0.1\). The quoted uncertainties were obtained by summing the statistical and systematical errors in quadrature. This slope is consistent with that measured in photoproduction. The curves of \(\sigma(W)\) are shown in Fig. 11 for \(Q^2\) of 0, 1.3, and 2.2 GeV\(^2\) and \(\delta = 0.2\). The curves are normalized to the HERA data (\(\sigma_0\), \(W_0\)) that are far from the production threshold.

**B. Dependence of the \(t\) slope on \(c\Delta\tau\)**

The dependence of the \(t\) slope, \(b_\phi\), on formation distance, \(c\Delta\tau\), for \(\phi\) meson production is shown in Fig. 12 together with previous data. In the terminology of the uncertainty principle, \(\Delta\tau\) is the time during which the virtual photon, with mass \(\sqrt{Q^2}\), can fluctuate into a \(\phi\) meson [1]. We expect that \(b_\phi\) should decrease at low \(\Delta\tau\) as the interaction becomes more pointlike. The previous electroproduction measurements [15,17,18] do not show the expected behavior. However, a consistent picture emerges when we include photoproduction data as well. Both of our data points (solid stars) lie in the region of \(c\Delta\tau\) below 1 fm and show a decrease of \(b_\phi\) with decreasing formation time when combined with other data. This is consistent with the well-measured dependence for \(\rho\) meson production [15] as discussed in Appendix B. To fit the \(\phi\) meson data to Eq. (B5), we constrain the parameter \(r_\rho\) to the value extracted from the fit to the \(\rho\) data [Eq. (B6)]. This yields

\[ b_\phi(c\Delta\tau) = (6.87 \pm 0.17)(1 - e^{-c\Delta\tau/0.78}) \]

\(^3\)Additional data of \(\phi\) production on nuclear targets [33] are available at \(\langle W\rangle = 14\) GeV.

\(^4\)We note that data points from Ref. [15] have different integration ranges for the cross section as a function of \(Q^2\) and \(W\) presented in Figs. 10 and 11.
with \( \chi^2/\text{DF}=4.8 \). The fit to the \( \phi \) data is shown in Fig. 12 with the solid curve. The ratio of \( b_\phi/b_\rho \) indicates that the \( \phi \) meson interaction size, \( R_{\phi}^{\text{int}} \), is smaller than that for the \( \rho \) meson:

\[
\frac{b_\phi}{b_\rho} = \left( \frac{R_{\phi}^{\text{int}}}{R_{\rho}^{\text{int}}} \right)^2 = 0.87 \pm 0.08. \tag{9}
\]

A summary of the existing measurements of \( b_\phi \) together with our results is shown in Fig. 13. Previous \( \phi \) electroproduction measurements are consistent with no \( Q^2 \) or \( c \Delta \tau \) dependence [15,18]. We observe a low value of \( b_\phi \approx 2.2 \text{ GeV}^{-2} \), which, taken together with the values measured in photoproduction, shows a significant dependence on \( Q^2 \). However, the \( Q^2 \) dependence of \( b_\phi \) can be explained by the implicit dependence of \( c \Delta \tau \) on \( Q^2 \) [Eq. (B7)]. This is shown in Fig. 13 where we plot the dependence of \( b_\phi \) on \( Q^2 \) using Eq. (8) and the relation in Eq. (B7) at two values of \( W \). The lower curve, at \( W=2.3 \text{ GeV} \), corresponds to our kinematics and connects our measurements with photoproduction values. The upper curve is closer to the Cornell kinematics.

Because the value of \( c \Delta \tau \) is smaller than the size of the nucleon, the scattering may be considered to be pointlike. The application of QCD-inspired models, sensitive to the quark structure of the interacting meson and nucleon, should provide an interesting interpretation of the observed \( b(\Delta \tau) \) and \( b(Q^2) \) dependencies. It has been argued that with increasing \( Q^2 \) the radius of the virtual vector meson will shrink [1], and a corresponding decrease of \( b \) should be observed. At large enough \( Q^2 \), quark models [43,44] predict the decrease of the transverse dimension of the vector meson as \( r_\phi \rightarrow r_\rho M/\sqrt{M^2+Q^2} \). The mass scale \( M \) represents a typical hadronic mass scale, which might be as small as the vector-meson mass, e.g., \( M_{\phi}=1020 \text{ MeV} \), but is likely to be large compared to the \( Q^2 \) values of this experiment. Even though we do not need to invoke an explicit \( Q^2 \) dependence to describe our data, we note that the effects of transverse size and fluctuation times are not easily separated, especially when fine binning is prohibitive due to limited statistics.

IV. SUMMARY

The electroproduction of the \( \phi(1020) \) vector meson was measured for \( Q^2 \) from 0.7 to 2.2 GeV\(^2\), \( W \) from 2.0 to 2.6 GeV, and \( \Delta \tau \) from 1.8 to 4.0 GeV\(^{-1}\). A sample of 197 \( \phi(1020) \) mesons was accumulated for the exclusive reaction of \( e^+e^-\rightarrow e^+e^-p\bar{p}\phi \) with the CLAS detector in Hall B at the Thomas Jefferson National Accelerator Facility.

(i) Taken together with the world data sample, we find a consistent picture of \( \phi \) production on the proton. Yet the scarcity of \( \phi \) data do not permit a precise quantitative description of the production process.

(ii) We observe the expected decrease of the slope \( b_\phi \) of \( d\sigma/dt' \) on the formation length \( c \Delta \tau \) below 2 fm. The rate of the \( b_\phi \) decrease is similar to that in \( \rho \) meson production, but with a lower asymptotic value. Using a simple geometric model, the data show that the interaction size of \( \phi \) mesons with a proton is smaller than for \( \rho \) mesons.

(iii) The \( \phi \) production cross section measurement adds new information at low values of \( Q^2 \) and \( W \). The cross section dependence on \( Q^2 \) is qualitatively reproduced by pomeron-exchange models. The cross section dependence on \( W \) as \( W^{0.2\pm0.1} \) at \( Q^2=1.3 \text{ GeV}^2 \) was determined by comparison to \( \phi \) production at HERA after correcting for threshold effects. This dependence is the same as observed in photoproduction.

Additional electro- and photoproduction data from CLAS are currently being analyzed and will increase the overall qualitative and quantitative understanding of the physics that underlies vector meson production.
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APPENDIX A: NOTATION

We denote the four-momenta of the incident and scattered electron by \( p_e \) and \( p_e' \), the virtual photon by \( q=p_e−p_e' \), and the target and recoil proton by \( p_p \) and \( p_p' \). Each four-vector can be written as \( (E, \vec{p}) \) with appropriate subscripts. We use the common notation for Lorentz invariants: \( Q^2=−q^2>0, ν=q⋅p_p/M_p \) (\( M_p \) is the mass of the proton), the squared hadronic center-of-mass energy \( W^2=(q+p_p)^2, \) and \( t=(p_p−p_p')^2 \) is the four-momentum transfer to the target.
The above-threshold momentum transfer is given by \( t = t - t_{\text{min}}(Q^2, W) < 0 \), where \(- t_{\text{min}}\) is the minimum value of \(- t\) for fixed kinematics.

**APPENDIX B: GEOMETRIC MODEL**

We describe a qualitative picture of vector-meson diffractive scattering within a simple geometric model. A sketch of the process is shown in Fig. 14. The virtual photon is converted into the virtual vector meson \( \phi \) of radius \( r_V \), which diffractively interacts with the proton (of radius \( r_p \)) during a formation time \( \Delta \tau \). Differential elastic cross sections are closely related to the charge form factors \( F(t) \) of colliding hadrons at high energy [29,45]. For small values of \( t \), the form factors are related to the charge radii \( r_p^2 \), via

\[
F(t) = 1 + \frac{1}{6}(r^2)t + O(t^2). \tag{B1}
\]

For hadron-hadron elastic scattering [29], the cross sections depend exponentially on \( t \):

\[
\frac{d\sigma/dt}{(d\sigma/dt)_{t=0}} = e^{bt}. \tag{B2}
\]

Comparison of Eqs. (B1) and (B2), and noting that the cross section is proportional to the square of the form factor, lead to a relationship between the radius of interaction, \( R_V^{\text{int}} \), and the \( t \)-slope parameter \( b \):

\[
b = \frac{1}{3}(R_V^{\text{int}})^2. \tag{B3}
\]

The radius of interaction can be written as

\[
(R_V^{\text{int}})^2 \propto (r_p^2) + (r_V^2/Q^2), \tag{B4}
\]

where \( r_p \) and \( r_V \) are the radii of the nucleon and vector meson, respectively.

![FIG. 14. Space-time picture of the \( \gamma_Vp \) scattering through the conversion of the virtual photon into the virtual \( \phi \) meson inside the target proton.](image)

Because of the virtuality of the vector meson, the interaction region should also decrease if the formation distance is less than the size of the nucleon \((c\Delta \tau < 2r_p \approx 2 \text{ fm})\). A representative sample of the large body of \( \rho \) data shown in Fig. 15 suggests the following phenomenological parametrization for the \( t \)-slope dependence on \( c\Delta \tau \):

\[
b(c\Delta \tau) = \frac{1}{3}(1 - e^{-c\Delta \tau Q^2})(R_V^{\text{int}})^2, \tag{B5}
\]

A two-parameter fit to Eq. (B5), ignoring any explicit dependence of \( r_p \) on \( Q^2 \), yields

**FIG. 15.** The \( t \)-slope parameter dependence on \( c\Delta \tau \) for selected photo- and electroproduction data of \( \rho \) mesons. The data show a clear decrease of \( b \) with decreasing \( c\Delta \tau \) below 2 fm. The curve is a fit to Eq. (B5). The photoproduction data SLAC (Ballam et al.) are from Ref. [38] and Fermilab (Francis et al.) from Ref. [46]. The electroproduction data Cornell (Cassel et al.) are from Ref. [15].

**FIG. 16.** The \( t \)-slope parameter dependence on \( Q^2 \) for the photo- and electroproduction of \( \rho \) mesons at \( W = 2.6 \text{ GeV} \). The data show a clear decrease of \( b \) with increasing \( Q^2 \). The curve is a fit to Eq. (B5). The photoproduction data SLAC (Ballam et al.) are from Ref. [38]. The electroproduction data Cornell (Cassel et al.) are from Ref. [15].
\[ b_{\rho}(c \Delta \tau) = (7.86 \pm 0.26)[1 - e^{-c \Delta \tau/2(0.78 \pm 0.05)}] \]  
(B6)

with \( \chi^2/DF=2.08 \).

However, Eq. (B5) also has an indirect dependence on \( Q^2 \) through \( c \Delta \tau \). At fixed \( W \), we can write Eq. (1) as

\[ c \Delta \tau = \frac{c(W^2 - M^2_{\rho} + Q^2)}{M^2_{\rho}(Q^2 + M^2_{\rho})}. \]  
(B7)

Thus, we can plot Eq. (B5) as a function of \( Q^2 \), using this expression for \( c \Delta \tau \). This is shown in Fig. 16 for \( \rho \) data at the fixed value of \( W=2.6 \) GeV [15]. Thus, we see that most, if not all, of the variation of the slope parameter \( b \) can be accounted for by changes in the fluctuation time. For the kinematics of this experiment, \( c \Delta \tau (\approx 0.5 \text{ fm}) \) is small compared to the size of the nucleon, so we expect the fluctuation time factor to be significant for our \( \phi \) data.